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Roadmap

● We explore language and cognition in both people and in computational 
models

● Through the lens of meaning construction at both the individual and 
collective level
○ Pattern to thought transition

● We step through levels of linguistic structure and large language model 
(LLM) architecture - from morphemes to stories

● Begin to build an understanding of the role these concepts play in 
human and machine cognition, and, in particular, in meaning 
construction and symbol grounding



Introduction



Large Language Models (LLMs)

● LLMs are deep learning models that intake huge 
amounts of text as training data and create new 
utterances by choosing the next token to output
○ The main goal is plausible text generation (whether MLM or 

autoregressive)
● These models use an attention-based transformer 

architecture, an evolution of neural networks
● Why is this a big deal?

○ There has been a huge leap in performance
○ Current LLMs sound much more like people than any 

previous model did



What could be salient given LLM 
architecture?



We want to know... what can 
LLMs understand?

● What factors enable their human-like language performance?
● What is their cognition like?
● What can they absorb via what they can perceive of the 

linguistic signal?
● What is it like to be an LLM?
● What is their gnogeography like?

○ Gnogeography: the landscape of knowledge, a being's 
mind-and-body/ architecture in conjunction with what 
information they have taken in (perception, cognition).

○ Everything in their gnogeography is more (~proximal) or 
less (~distal) salient.

○ Imperceptibility means an ultimate lack of salience.
○ Reachability (traversal through gnogeography) is 

salience in the limit.
○ Locality ~ salience



What is it like to be ChatGPT?
● ChatGPT does not have a human-like 

body; its experiences come to it mainly 
through its exposure to training data and 
input

● We say LLMs are trained on “language” or 
“text”, but they are really trained only on a 
small portion of text: the 1D relations 
between symbols, the distributions
○ What can an LLM come to know, from the 

distributional properties of language as 
reflected in what it can perceive of text?

○ The symbol grounding problem: how do symbols 
gain their meaning?
■ How can LLMs, with such curtailed and 

comparatively indirect access to the world, 
come to know about it?

■ What is reference, for an LLM?
● For people, language is an embodied task 

and our senses ground our cognition



Diegetic Approximations
● Describing something fundamentally outside a being’s 

gnogeography using pieces from within their gnogeography
○ Making a representation of something local when the 

thing itself is unreachable
● For example, ChatGPT cannot perceive what the letter c looks 

like, but we can provide it a diegetic approximation in text, 
such as: “the letter c is round like an oval or a circle, but 
missing a segment on the right side”

● It’s immediately apparent that perceiving the appearance of 
the letter c and our diegetic approximation of it are not 
identical
○ There must be ambiguity unless the map is the size of 

the territory
● But there’s no obvious reason to think the approximation 

can’t be arbitrarily good
● We all live in worlds of diegetic approximations... but 

ChatGPT’s is much flatter than ours
● As a corollary: we should be wary of benchmarks!



Tokenization in LLMs



● Tokens are a significant part of LLM architecture, but don’t 
receive much scrutiny in terms of their contribution to the 
model’s cognition

● Bridge between koinos kosmos and idios kosmos
● Tokens can be created with various strategies

○ The overall goal is to come up with a set of tokens that can be 
combined to create any text the model could need to generate as 
output

● In practice, this means the tokenizer should balance the 
combinatorial power of short strings with the efficiency of 
long strings

Now that we have a basic frame of 
reference to start from, we can 
incorporate more specificity about how 
LLMs work, which brings us to 
tokenization!



Tokens, Flattening



The Distributional Hypothesis (DH)

● Connecting tokens + language acquisition in LLMs ↔ people
● Z. Harris: meaning can be acquired by using the distributional 

properties of language as the “building blocks of semantics”
○ J.R. Firth: “You shall know a word by the company it keeps” 

● Learners leverage correspondence between “distributional similarity 
and meaning similarity” (Sahlgren, 2008)
○ In theory, not level-specific, could be at e.g. morpheme, word, phrase level; in practice 

(NLP, ML), usually at word level
● Unclear...

○ How much of human language acquisition is actually achieved through these means
○ Which distributions from within languages are relevant and to what degree
○ In “what sense it is meaning that is conveyed by distributional patterns” (Sahlgren, 

2008)
○ Something like 2 regimes: distributional patterns for symbol grounding, learning; 

abstract representations, deeper meaning for mastery?



Relations and locality determine meaning
● Fundamental units in LLMs must be tokens and relations between tokens
● Most accessible (to the model) would seem to be distributions betwixt tokens
● LLMs are drenched in distributional information -- the patterns of tokens in the 

training data -- but probably need to build up some kind of foundation there first 
before they can make use of other information
○ 2 regimes?

● The principle of information locality (local relevance) is baked into human language 
already

● LLM preference for information locality is tied to model architecture through the 
objective function of next token generation as well as through mechanisms like 
relative position bias
○ Size of context window determines what relations will be perceived by the model

● Symbols and relations = bottom-most necessary components of language
● Much of their MVP meaning can be encoded morphosyntactically
● MVP lexical component can be comparatively minimal, maybe even non-existent

○ EmoAtlas (Semeraro et al., 2025), Lexinvariant LM (Huang et al., 2023)
○ Reminiscent of theories in which the fundamental unit of meaning construction is relation or 

metaphor, e.g. theories of C.S. Peirce



Tokenization algorithm: Efficiency & 
language

● Main method: training a BPE tokenizer
● Human-meaningful linguistic units appear as tokens 

⇒ relationship between informative efficiency* and 
the structures in human language
○ *BPE is a compression algorithm, so entropy-reducing

● This is in line with a growing body of work on how 
such forces shape language
○ Specifically information-theoretic concepts of efficiency

● Pressures of orthographic efficiency, akin to popular 
tokenization algorithms, are reflected in world 
writing systems through ligature, and in contracted/ 
Grade 2 braille

● More broadly, we can see forces of efficiency [w.r.t. 
various resources] at work in language at all levels in 
the general principle lectio difficilior potior
○ For example, a non-trivial driver of language change over 

time is that people migrate a language towards sounds that 
are physically easier to make



Tokenization (kind of) 
re-invents words

● Space incorporated = similar word-boundary 
marking in both people and LLMs → 
importance of words

● If a ~word is the unit of language best suited 
to our ability to learn distributionally from 
the linguistic signal (at least in English), then 
models should perform best when provided 
easy access to plentiful word tokens

● Linguistic structures evolved over 100,000 - 
1,000,000 years (Fedorenko et al., 2024): 
that’s a lot of compute!

● → What else could we allow LLMs to take 
better advantage of? What else might they get 
out of the linguistic signal? What other 
objectives might a tokenization algorithm 
incorporate?



Theoretical limits on 
expression based on 
dimensionality



● Main method: looking at vocabularies used by real LLMs
● There are many words/ morphemes that aren't tokens!

■ The proportion varies depending on category
■ Out of the 189,558 approximate lexemes...

○ About 2/3 of the base words are not tokens in any of the 
files! 

■ Even in GPT-4o, large vocabulary: many words do not have 
corresponding tokens, especially amongst the content, open 
classes. Maximum representation was below 70%

● Tokenization likelihood varies by word category
● Tokenization likelihood ~ frequency → LLM vocabularies are 

conservative, normative [“flattening”]
● Unusual information  in the tails
● → Tokenization as a cultural artifact?

LLM Vocabulary Status Quo



Examples of presumably sub-optimal semantic 
building blocks



What does LLM 
“meaning” look like?
● Main method: UMAP 

+ PCA of token vectors 
in RoBERTa (MLM)

● Organization by 
context, frequency, 
syntax, semantics...

● Distinction between 
manmade and natural

● “bank of [NP]” 
otherwise identical: 
not strictly necessary 
to output that text

● Tantalizing hints of 
an underlying world 
model





● Some of the clusters seem 
to reflect fundamental 
human-like distinctions 
such as prototypical 
usage, embodiment, and 
concreteness...

● Relevant to the Swadesh 
list and processes of 
metaphorical extension

● A cluster focused on run’s 
temporal ending 
(Aktionsart), as in stop 
(“run into a wall”)

● → Time and space are core 
dimensions to the human 
experience and 
universally made salient 
by the technology of 
language (as implemented 
by us... but maybe that 
could be otherwise!)

● → Indirect grounding?



Token extispicy
● Clusters reflect syntactic, semantic, and distributional information

○ Consistent with the DH's syntagmatic information
● Polysemous words were immediately visually distinguishable from 

more monosemous words
● Both inter- and intra- cluster structure

○ Identifiable sections of specificity (as to word meaning, syntax, frequency) within a 
cluster with a broader theme, and across or between clusters

● Fine-grained distinctions such as between relational, descriptive, 
restrictive, and attributive roles, as well as distinctions in construction, 
and possibly even between idiomatic vs. productive uses
○ As well as grouping by frequency

● This method could provide a quantitative way to identify prototypical usages and to count 
and classify word senses; there are many potential applications. You could train a classifier 
on the utterances in each desired cluster, and then probably use that classifier to get 
fine-grained semantic and syntactic parsing within a novel text. [Shout-out to Collin Coil’s 
embed-then-classify project!]



A Big Deal: LLMs validate and isolate the DH
● Because we know LLM architecture and what training data they are exposed to, we 

can conclude that whatever they do know can be conveyed via the DH
○ Although through relations between tokens, rather than words

■ At least at the input level and as regards the linear algebraic operations within the model  
[“flattening”]

● The DH is sufficient for reasonably human-like language performance (MVP 
language)
○ LLMs demonstrate, for the first time, that there is a minimally viable (MVP) language technology
○ Language can be implemented outside of humans
○ Language can be non-trivially disentangled from many hallmark properties of human cognition

● This is important to note in the face of AI hype, one core promise of which is “we 
have a machine that can talk, therefore we have a machine that can think”: 
“therefore” is not licensed

■ LLMs show that it would be plausible to have solely a machine that can talk
■ This warning also applies to context-specific modifications to the model such as alignment and 

fine-tuning
● Strategies that do not attempt to reconcile the fundamental gnogeographic constraints of 

the model with the intended task are unlikely to be successful
● Plausible text ≠ accurate text



Information Technology



Pattern-to-thought transition: 
distributional pattern → Linguistic 
meaning ↔ World knowledge?

● What is salient (including perceptible) is different 
for LLMs than for people, even when given identical 
information

● But a lot can be conveyed diegetically via language 
(to them, to us, in general)
○ Sahlgren, 2008 described this idea as “what is internal to 

language”
○ Harris, 1968 described this as the portion of meaning that 

“has a purely linguistic aspect”
● There is reason to believe LLMs can make use of 

diegetic approximations
○ Starting with distributional patterns, they can build out word 

meanings; they can then acquire world knowledge through 
language (at least in a  rudimentary way)

○ World knowledge ↔ cognition?



Mechanisms: inferential and referential lexical 
competence
● Speculatively, meaning is successively bootstrapped
● The syntagmatic information lays the groundwork for 

semantic information
○ The relations are the bottom-most guiding force but semantic themes 

emerge from that
○ For example, we see a cluster of e.g. largely PP (prepositional phrases), 

meaning syntax is basically their highest level of organization, but 
within the cluster what looks like a vertical spatial relationship 
subdivides it; maybe with more instances, more such semantic structure 
would emerge

○ We think this fits with our discussion of the DH
● Symbol grounding: fundamentally, how can LLMs connect 

linguistic knowledge to world knowledge?
● The DH is (basically) sufficient to establish Marconi's 

inferential lexical competence
○ Harris’ “purely linguistic” meaning



Roles of reference
● Referential lexical competence

○ Grounding: connects “purely linguistic” (diegetic) to the world (extradiegetic) 
via grounding

○ Compression: creating new words, usurping information locality constraints
● Grounding strategies use another mode to enhance the meaning 

available to the model
● → Strategies like contrastive linguistic-visual objectives (as in 

language-vision multimodal transformers) can create contextually 
“better” language representations 

● → Augment inferential competence (learned through the DH from 
text) with limited referential competence acquired by the pairing 
of visual and linguistic information (visual sensory grounding)

● → Richer meaning
● Meaning bridges linguistic and world knowledge; meaning needs 

both!
● Why no one can agree on meaning’s boundaries, and why people 

who argue for stochastic parrots or against the DH feel unsatisfied 
by MVP, less-than-complete meaning these models currently 
possess

○ DH and small talk? Similarly, with semantic bleaching, sometimes a word like 
awful or terrible really hits, and moves you deeply. But mostly the level of 
engagement is more shallow. 

○ Maybe the DH, even the inherent degrounding of the fungibility that allows 
language to work in the  first place, is constantly wearing down the meanings 
of words, and we use other strategies to compensate, to rebuild. Function of 
poetry?



Stories: an information technology
● Another level of relational, metaphorical, referential technique
● Compression, many-to-one
● Symbiotic with language
● From Vol. 1 of Terry Pratchett’s the Science of Stories: “A little 

narrativium goes a long way: the simpler the story, the better you 
understand it. Storytelling is the opposite of reductionism: 26 
letters and some rules of grammar are no story at all.” 

● From Vol. 2: “Narrativium is powerful stuff. We have always had a 
drive to paint stories on to the Universe... Moreover, the rules of 
the universe have to be able to produce everything that we 
humans observe, which introduce a kind of narrative imperative 
into science, too. Humans think in stories...”

● Stories consolidate individual behaviour and beliefs to an easily 
transmissible format on a societal level, which can be applied to 
each individual approximately equally easily.

● Stories also seem to be particularly cognitively sticky (for us); 
there are things we remember about stories extremely clearly and 
enduringly.

● Another noteworthy aspect of stories is that their power is not in 
their literal depiction of reality: stories continue to guide people 
in every aspect of their lives even when those stories have 
conclusively been proven false (Riecken et al., 1956).

● Point of difference with LLMs



Character Space
● Main method: SVD of survey data 

from openpsychometrics.org
● By analyzing stories across film, 

television, and literature, we uncover 
6 primary and 6 secondary base 
archetypes for fictional characters, 
which we extend to a framework of 
single, dual, and triple archetypes.

● These archetypes encompass real 
personality traits

● The six major archetypes align with 
the three dimensions of essential 
word meaning: power, danger, and 
structure (PDS)

● Our character space archetype 
framework has broad implications 
for the analysis and creation of 
stories

● Stories = Characters + Time



Archetypes

 We find that 
twelve 
archetypes 
afforded by six 
essential 
dimensions 
dominate the 
makeup of 
characters.



Authors/ fictional universes exploit character space 
strategically
● Authors/ fictional universes exploit 

character space strategically in ways 
that support their narrative goals, 
somewhat analogous to how 
languages exploit vowel space

● Each character's composition 
contributes to the story through its 
similarities and differences with the 
other characters

● The space of actions and motivations 
that are available to drive the plot 
forward are determined by the span of 
the characters









PDS = PPP
● Vectors/ relations of power
● Power, danger, and structure → 

power within, power without, 
power between
○ A “power” sense for danger is attested 

by its derivation: the word “danger” is 
derived from Middle English “daunger” 
(meaning power, dominion, peril) via 
authority, power, from Latin 
“dominus”, meaning “lord, master”

○ Connecting power, and PDS, to the 
Trifunctional Hypothesis

● Power is really important in 
stories, words; language → 
important to people



Technology
● Language plays a huge role in our cognition
● Making information from the cognition of the past transmissible to the present
● Manipulation of locality across time, space, and self 
● Language allows us to manipulate what is functionally local, changing what can be salient, an 

incredibly powerful mechanism across the spectrum of information-related technology, if not 
across technology writ large

● We can imagine that potential, or power, the ability to effect, is the goal of any technology 
● The main strategies we employ could be divided into (1) information, a fight for stability 

despite a dispersive medium (Levin, 2024), and (2) transformation, change, such as fire. 
○ Technology is related to power. Formation is the root of both (1) information and (2) transformation.
○ Congruent with “knowledge is power”, connects search for meaning with a broad range of innovations across 

life, all seeking to increase the scope of what is salient to them — increasing their power, their salioscape
○ (1) includes information, coordination, or structure, such as reproduction and language. 
○ These strategies may have different properties. For example, information seems to support emergence. 
○ (1) and (2) can also be described as stability versus change, or even structure versus chaos/ unstructuredness.

● All manipulation of information, perhaps even down to coordination between cells and 
structure itself, is a continuum.

● Salioscape extends the concept of gnogeography with embodiment
○ The complete landscape of what can affect and be affected, the entire network of influence at the fuzzy interface 

between self and environment.
● Describing power in terms of spheres of influence leads us to a provisional definition of 

technology as a repeatable, modular mechanism for manipulating fundamental dimensions, 
thereby increasing the salioscape — or the scope of what can be made salient, which requires 
reachability, or locality — for any system employing the mechanism. 

○ This definition can encompass biological problem-solving processes, such as heterochrony (shifts in 
developmental timing) and heterotopy (shifts in spatial expression), as natural examples of technological 
innovation. 

○ The development of our physical senses could also be understood through this lens: vision, for example, offers 
power through manipulation of space (and, indirectly, time). Sight allows us to connect with, to touch, at the 
speed of light entities in the environment that would otherwise remain distal.

○ But vision is more bound by the self than language, because of the much lower 
fungibility of the format of the information





Language as a technology for people
● At the most basic level, aspects which are perceptually and practically salient to 

human life are the semantic building blocks we combine to create more complex 
meanings 
○ For example, time and space are universally encoded in language 

(Rijkhoff, 2002), and concrete and embodied usages are anchor points in 
metaphorical processes (Maudslay et al., 2024; Lakoff, 2008)

○ Power is a building block in stories, via fictional characters; words
● For LLMs, with such curtailed bodies and access to the world, language is the 

most important medium
○ Indirect grounding for time, space, even perhaps rudimentary 

embodiment for LLMs - so how about power? What else?
● Language is also incredibly important for people, but it has a much richer life 

beyond its MVP linguistic components: it is used in cultural contexts and 
artifacts 

● People have created many techniques that make use of language, such as 
storytelling, and jurisprudence (more generally, speech acts) 

● We speculate that such technologies are likely partly outside of MVP language, 
making use of MVP language and scaffolded by it (and enriching the MVP 
meanings available to words, as discussed with grounding)



Language as an abstract 
technology

● The technological mechanism of linguistic meaning is purely relational 
(Harris 1954, 1968; Sahlgren 2008)

○ Potentially doesn't need othermodal reference at all
■ Language is not implemented for us in such a wholly degrounded way (and 

it's hard to imagine talking without talking about something)
■ And not how we implemented it for LLMs, as they (like us) seem to 

concurrently build a world model, and get indirect grounding through our 
language (e.g. time and space).

○ Although reference is still required for the compression achieved through lexical 
encoding, which is needed to work around our architectural processing constraints. 

● The fundamental linguistic unit (when considered as a theoretical 
technology) is therefore metaphor, a relation, not a semantic primitive 

○ This ties the construction of linguistic meaning to representation, abstraction, and 
perspective (even self), more generally

○ Compression and reference are meaning-making techniques in language founded on 
relations (metaphors) of contrast (e.g.bits: anything propositional or descriptive can 
be encoded via only two symbols, something and not-something) 

● Reference, at the lexical level and above, supports our cognition and 
communication because it would be impossible to keep many complex 
concepts and propositions sufficiently local (recall discussion of 
information locality constraints in language) without metaphorical 
extension and reference, which allow them to be compressed

● Symbol grounding: Hebbian learning, DH → meaning



Information technology: relation + locality is all you need?
● Leverages structure to transcend the original bounds of time, space, and/ or self --- the factors constraining locality --- 

transmitting information beyond its current location
● Changing the bounds within which information can be salient (which requires it to be local)
● Locality is integral across many information technologies; universal property?
● Examples

○ In deep learning architectures, in pooling and convolutional layers and skip connections
○ Information locality is also embedded in the structure of language (in Behaghel's first law of syntax) and in the DH
○ W. Tobler's aphorism that although all things are related, things that are closer together are more closely related

● Abstract representation of information locality that allow more literal proximity to be leveraged in new, even metaphorical, 
contexts. 

● CNNs leverage their architecture to allow groups of pixels to relate both to nearby and remote pixels, a transcendence of literal 
closeness through abstract closeness, which is literal in some representational space. 

● Skip connection: enables features from layers that are not proximal in the architecture to be transmitted (almost) directly; skip 
connections make loss landscapes much more convex and enable greater generalizability (Li et al., 2018)

● These examples preserve Tobler's maxim
● Taking Tobler's maxim a step further, we can connect locality with the definition of technology as a means of increasing power 

over a fundamental dimension
● If life is about persistence despite a dispersive medium (Levin, 2024) → everything we do is about trying to subvert locality: 

persistence is inherently non-local 
● Technology expands the domain we are persistent in, our functional salioscape; this is power
● Metaphor, reference, and representation are all techniques under the same relation-for-locality umbrella. 
● Metaphor and representation pick out salient features in one perspective and apply them in another, moving information local 

to one context into another, thus enhancing cognition 
● Reference allows both compression and deepening of meaning through representation 
● Relation is the most fundamental, rudimentary piece shared across all these techniques: the mechanism that allows these feats, 

the atomic locality expander
● Relation is vital to how patterns become thoughts



Conclusion



Promising signs for AI: 
pattern-to-thought transition?

● (1) Models can still learn surprisingly well when given only 
highly-constrained, bizarre levers to pull (Frankle et al., 2021)

○ Plasticity -  “free[ing] the downstream (future) agent from the restrictions of the 
upstream (past) agent” - reminiscent of the resilience of biological systems 
(Levin, 2025)

● (2) Forcing an LLM to allocate more resources to generating its output 
(through strategies like Chain or Tree of Thoughts) can improve its output 
(Yao et al., 2023)

○ The steps in that reasoning process do seem to matter (it isn't just that more 
tokens generated is always better; it matters which tokens are generated) (Xia et 
al., 2025)

● (3) LLMs seem to be able to acquire additional world knowledge through 
diegetic approximations (Chang et al., 2024)

○ Implies there is space between the world knowledge necessary for MVP 
language and what it is possible to know through the medium of language

○ Given that current LLMs clearly possess MVP language but are missing much 
knowledge and common sense, they are somewhere within that space

○ Size and shape of the upper bound LLM gnogeography is unknown
● (4) Multimodal grounding can create contextually better representations
● There are alternatives to why these things might occur other than “the 

model is thinking”, but we're not sure whether or not we can tell the 
difference between those alternatives and thinking

○ Undermining the stochastic parrot argument



LLM implementation of language
● Language as an abstract technology → there are LLM-specific 

implementation details, with attendant benefits and costs
● Gnogeography (cognitive landscape) of large language models 

(LLMs) is not based on the human body
● LLM implementation of language need not have the same 

embodied limitations
○ Less noisy
○ Opposite of earlier point 

● TokenSkip compression (Xia et al., 2025) pushes past the 
redundancy of a written language derived from a spoken 
language designed both for communication and thought, shifts 
emphasis to a symbolic language scaffolding cognition

● Decoupling has profound implications for understanding the 
ceiling of LLM cognition, the limits of information 
transmission through sequential data, and the abstract 
implementation of language as a technology

● Re-evaluation of redundancy in human language
● Link between reasoning and speaking, central to theories of 

linguistic relativism and “thoughts are thinkers” (Levin, 2024)



Let’s end on some useful takeaways 
for a general audience!

● Humans are always in the loop. Some risks of LLMs are more 
accurately framed as risks of the system using them, which includes 
both people and LLMs.
○ People are the ones creating the data, designing and building 

the models, and deciding how to use the models.
● Different architectures are different. At the same time, piling more 

things blindly on top of an LLM while never addressing the cause of a 
particular issue is not a solid foundation for success.

● Language is a beguiling medium. We are used to imputing a human 
mind to the speaker whenever we encounter human-like language. 
We cannot do that with LLMs. 
○ We must learn to apply a different Theory of Mind.

● → Be wary of benchmarks! 
○ Games of plausible text: represent a complex task as a game of 

generating plausible text → ask the generating-plausible-text 
machine to generate plausible text → proclaim that the machine 
can perform the original task



Important takeaways...
● A machine that can talk ⇏ a machine that can think
● Frequency, grammaticality ≠ truth. But for an LLM, these are essentially one and the same.
● Plausible text ≠ accurate text
● Beware flattening. LLMs have trouble with unusual data. For many reasons, baked into the 

model at many levels. As a result, they can be conservative, homogenizing, and reductive.
○ Including training data, tokenization, objective functions, alignment, and perception/ 

embodiment
● Resist the invocation of “associative learning”, “pattern recognition”, “probabilities”, “next 

token generation” as thought-terminating cliches
○ Deep learning models are doing interesting things and it is not necessarily unwarranted to use 

words like “learn”, “think”, and “understand” to describe them
○ We also learn by association: the DH is a special case of Hebbian learning
○ What is the alternative explanation for a behaviour (e.g. Chain-of-Thought)? Is the alternative 

truly distinguishable?
● Beware squishy dichotomies

○ No clear border between linguistic knowledge and world knowledge
○ Or architecture and data, thoughts and thinkers
○ Or coordination, communication, and cognition
○ Or individual and collective knowledge

● → Language is important for both thought and communication [in people and LLMs]

*Two pseudoparadoxes in here but I don’t think there will be time to get into that.
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Abstract
In this thesis, we explore language and cognition in both people and in computational models, through the lens of meaning construction at both the individual 
and collective level. We step through levels of linguistic structure and large language model (LLM) architecture - from morphemes to stories - in order to (begin 
to) build an understanding of the role these concepts play in human and machine cognition, and, in particular, in meaning construction and symbol grounding.

In Chapters 2 and 3, we interrogate the interface between LLMs and the world, since it is this interface that facilitates the creation of idios kosmos from koinos 
kosmos. Specifically, we consider the role tokens --- the smallest units of textual structure accessible to LLM architecture - play in LLM cognition. We find 
evidence that even an objective function meaningfully insulated from the main intelligence can impact the system's cognition. We show that different kinds of 
words behave in different ways as tokens. We relate evidence that syntax, semantics, and frequency can be reflected in token content for LLMs. Based on these 
findings, we argue that relation is the fundamental mechanism for linguistic meaning construction.

In Chapter 4, we extrapolate from the results of the first two chapters to connect the mechanism of relation (metaphor) to two omnipresent aspects of cognition, 
locality and salience. We consider a variety of contexts in order to distill these concepts as omnipresent across different scales of biological and non-biological 
information technologies. To that end, we introduce and exploit the concepts of gnogeography and salioscape. Gnogeography is the sphere of ideas - roughly, 
the representations, abstractions, models, facts, propositions, and descriptions of perceptual input - that is accessible from the perspective of a being, given its 
experience and its architecture. Salioscape extends this idea with explicit embodiment. A context we consider in detail is the story:, we present our framework of 
6 archetypes to describe fictional characters. This framework aligns with our previous results that elucidate power as a fundamental component of word 
meaning, which we use in our nascent theory of technology.

In the Conclusion, we present high-level takeaways on cognition, language, and the future of learning machines as well as the science around them, based on the 
work put forth in the previous chapters.

Relatively tangible results include: (1) a framework for understanding the role tokens play in LLM cognition, anchored in the Distributional Hypothesis (DH); (2) 
evidence that even an objective function meaningfully insulated from the main intelligence of a model can impact the system's cognition; (3) evidence that 
different kinds of words behave in different ways as tokens; (4) evidence of what information can be reflected in tokens, e.g. that frequency is among the diverse 
streams of information falling outside conventional meaning that nevertheless directly impacts token meaning; (5) implications of (1-4) plus other key 
architectural choices for LLM cognition and its use of language (“flattening”); (6) an argument that LLMs demonstrate for the first time the non-trivial 
separability of a minimally-viable form of language from other cognitive processes (that is, that thinking and speaking can be significantly de-coupled), and 
that they validate and isolate the DH; (7) a framework for describing fictional characters in terms of 6 basic archetypes; (8) evidence for a connection between 
components of meaning across different linguistic structures; (9) the beginnings of a theory of technology in terms of its impact on problem-solving through 
the increase of power; (10) a theory of meaning construction in language; the theory that relation and locality are the fundamental components of 
problem-solving (relation being the core mechanism for subverting locality, the core constraint); (11) proposals for future work. 



Example: MRNN (Memory Recurrent Neural Network) from 2011, ChatGPT 
(LLM) from 2024
A character-level MRNN trained on Wikipedia, 
initialized with “The meaning of life is...” (Sutskever 
et al, 2011):

“The meaning of life is the tradition of the ancient 
human reproduction: it is less favorable to the good 
boy for when to remove her bigger. In the show’s 
agreement unanimously resurfaced. The wild 
pasteured with consistent street forests were 
incorporated by the 15th century BE. In 1996 the 
primary rapford undergoes an effort that the reserve 
conditioning, written into Jewish cities, sleepers to 
incorporate the .St Eurasia that activates the 
population. Mar??a Nationale, Kelli, 
Zedlat-Dukastoe, Florendon, Ptu’s thought is. To 
adapt in most parts of North America, the dynamic 
fairy Dan please believes, the free speech are much 
related to the”

ChatGPT (OpenAI, 2024), asked to write a paragraph 
starting with “The meaning of life is...”:

“The meaning of life is to find joy in the journey, to 
seek purpose in our actions, and to connect deeply 
with others along the way. It is about discovering 
what brings us fulfillment and dedicating ourselves 
to pursuits that ignite our passions. Life's meaning is 
often found in the small, everyday moments that 
bring happiness and contentment. It is about 
embracing challenges and growing from them, 
learning to appreciate the beauty around us, and 
fostering relationships that provide support and 
love. Ultimately, the meaning of life is a deeply 
personal quest, unique to each individual, and it is 
found through our experiences, our dreams, and the 
connections we make.”



All kinds of textual input are experientially flattened 
into identical structures
● Many tokens in extant vocabularies don’t look well-suited to being semantic primitives
● Many tokens are cased (or otherwise minor) variations of each other
● Quite a few tokens were allocated to formatting
● Numbers were not uncommon tokens either

○ Because the tokenization strategy treats all symbols alike, the number tokens do not directly reflect our conventions (e.g. the 
base 10 digits, maybe additional milestones like powers of 10, etc.)

○ Rather, they reflect common sequences of numbers, which could come from e.g. telephone numbers, backend software 
development, website URLs, etc.

● Brings us to a shortcoming of the current architecture (both of tokenization and of the LLM): all kinds 
of textual input are experientially flattened into identical structures

● All tokens are treated identically, at least at the most basic level
○ With respect to its linear-algebraic operations
○ 0 is treated the same as 713, or 00, which is treated the same as ``cat'', the same as ``c'', the same as ``Karen'', the same as +, 

the same as ========, etc.
● It is easy to imagine that this flattening would have downstream impacts on model cognition and 

performance
● For example, with iconic words, which have a significant referential, sensory component that 

presumably is not amenable to encoding via the DH, and numbers, with which LLMs have notorious 
difficulty



● More syntax-based 
than bank and run
○ Function word 

● However, we didn't 
think it had no 
semantic content
○ e.g. 

vehicle-based 
region → shows 
that frequency 
impacts 
meaning

● Cluster that looked 
entirely 
formatting-based, 
around dialogue... 
presumably meaning that 
the strong conventions 
around format for 
dialogue were the 
strongest signal for the 
LLM, overwhelming any 
signal of what would 
conventionally be 
considered meaning



Power
● Ability to act within some range; sphere of 

influence; changing the salioscape
● Technology = a repeatable, modular 

mechanism for manipulating 
fundamental dimensions (space, time, 
self), thereby increasing the salioscape — 
or the scope of what can be made salient, 
which requires reachability, or locality — 
for any system employing the 
mechanism. 

● Connecting power, technology, relation, 
locality

● Stories surface our concern with power
● Technology is a power amplifier



Birds’ eye view: we want to improve LLM performance

● Current models fall short for many of the ways we want to use LLMs
○ It is clear that we need to develop strategies for allowing LLMs to make better use of the data 

they are exposed to
■ E.g.  duplicated training data leads to forgetting
■ Model-generated training data leads to “catastrophic defects” (Shumailov et al., 2024) 

○ People, by contrast...
■ Are very good at wringing new information from familiar stories
■ Can sometimes do a lot with a little

● Poverty of the stimulus, fast-mapping
○ Sometimes LLMs can do a lot with a little, too: lexinvariant LMs

● Data scaling is unlikely to be the sole answer
○ Based on the general observation that unusual information is difficult for models to acquire

■ Lack of access to the tails of the distributions is associated with model collapse
○ And projections that the amount of data we have access to would be insufficient anyway 

(which underline the inadequacy of that strategy)



Returning to diegetic approximations + AI hype

● With careful structuring of training data and model architecture (e.g., batch size, number of 
training steps), LLMs do seem to be able to acquire additional world knowledge (Chang et al., 
2024)
○ Implying that there is space between the world knowledge necessary for MVP language and what it is possible to 

know through the medium of language
○ Given that current LLMs clearly possess MVP language but are missing much knowledge and common sense, 

they are somewhere within that space
○ The entirety of that space is the upper bound of their gnogeography

● However, the size and shape of the upper bound LLM gnogeography is unknown
○ It is plausible that it is incompatible with what would be required for many of the tasks we want LLMs to 

perform
○ This warning also applies to context-specific modifications to the model such as alignment and fine-tuning

■ Strategies that do not attempt to reconcile the fundamental gnogeographic constraints of the model with 
the intended task are unlikely to be successful

● This is important to note in the face of AI hype, one core promise of which is “we have a 
machine that can talk, therefore we have a machine that can think”
○ In fact, LLMs show that it would be plausible to have solely a machine that can talk


